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Executive Summary

The introduction of renewable energy to the grid is forcing traditional thermal generators that
were originally designed for base-load operations, such as coal-fired and natural gas combined cycle
(NGCC) power plants, to undergo frequent load ramping. The integration of thermal energy storage
systems (TES) to base-load thermal generators offers an opportunity to increase the flexibility of
these generators since it allows them to store energy (charge) at unfavorable times, such as periods
of low demand or low electricity prices, and use this stored energy (discharge) at more favorable
times, such as during periods of high demand or high electricity prices, to generate additional
power.

The integration and design of TES for the flexible operation of thermal generators in the context of
dynamic energy markets involves at least two key challenges. The first is to determine the best lo-
cations for adding and removing heat from the plant. This process-level integration of the storage
involves evaluating multiple discrete decisions for the selection of storage materials and process
streams for heat transfer from within the power plant to charge and discharge the TES. These dis-
crete choices introduce combinatorial complexity to the inherently nonlinear process operations.
Existing approaches address this issue by limiting the number of choices to explore since the eval-
uation of the integration of the TES system involves the construction of multiple models, one for
each design, restricting their design search space. The second key challenge is the optimal sizing
of the TES system in dynamic electricity markets, which has been largely ignored in the analysis
of thermal generators since electricity prices have historically been assumed to be time-invariant,
leading to either over-sizing or under-sizing the required TES.

In this work, we present a generalized combinatorial dynamic optimization approach to address
these two challenges for the design and integration of a molten salt-based TES with an ultra-
supercritical power plant (USCPP). To demonstrate the proposed approach, we built first-principle
process models, including rigorous property calculations and dynamic electricity prices for design-
ing a TES. For modeling and analysis, we use the open-source tools and methods developed under
the Design Integration and Synthesis Platform to Advance Tightly Coupled Hybrid Energy Systems
(DISPATCHES) project, which leverages the IDAES® modeling platform. To keep the problem com-
putationally tractable, the proposed approach consists of two steps:

Step 1. Implementation of a Generalized Disjunctive Programming (GDP) formulation for the
design and integration of a TES with the USCPP. We built two GDP superstructures, one to charge
and one to discharge the TES, to determine the optimal points for their integration with the USCPP.
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Step 2. Formulation of a multi-period optimization problem for the integrated USCPP considering
the optimal discrete choices obtained in Step 1. In this multi-period model, we use time-varying
electricity prices for an average day and week of the year based on the Reliability Test System’s
(RTS-GMLC) open-source data set under a price-taker assumption.

The results from the two-step approach lead to new integrated processes and system-level insights
for hybrid USCPP energy systems. Using an optimization-based technique, we identified multiple
feasible designs to integrate a thermal TES with the USCPP. This analysis helps determine the
relative impacts of different discrete design decisions on the overall cost. The TES design obtained
from considering time-varying electricity prices lowered the capital costs by 40% and had higher
utilization of 89% (vs. 32%) as compared to the design obtained from the traditional approach of
using time-invariant electricity prices during design. Finally, we observed an 18% increase in profit
when the design problem is solved considering electricity prices for an entire week as compared
to a day, which highlights the need for considering longer time horizons when designing TES for
monthly or seasonal storage.

The general framework proposed in this work is a design approach that can be easily applied to
explore other hybrid or integrated thermal energy systems such as NGCC with CO2 capture, biomass
gasification for co-producing hydrogen and electricity with CO2 capture, nuclear power generators
with TES, and concentrated solar power (CSP) with TES. Finally, the outlined integrated energy
systems can also be evaluated in a specific electricity market by using historical electricity prices
instead of the RTS-GMLC dataset used in this study.
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1. Introduction and Literature Review

1.1 Dynamic Energy Markets Drive Economics of Integrated Energy
Systems

The introduction of renewable energy sources to the power grid has caused a reduction in the
energy produced by base-load power plants such as coal-fired and nuclear plants that have been
traditionally been considered the main dispatchable units in the grid [1]. To facilitate expansion
of variable renewable generation sources into the grid, base-load power plants undergo frequent
increases and reductions in power generation, highlighting one of their main limitations: the low
speed and inefficiency with which the generators can increase (ramp-up) or decrease (ramp-down)
power generation. In thermal power plants, this variable generation and frequent shut-downs and
start-ups increase thermal stress on various components of the plant equipment, such as boiler
and steam turbines, reducing their life and performance and increasing their maintenance and
replacement costs [22, 28].

One approach to make dispatchable plants more resilient and flexible is to integrate them with
thermal energy storage systems (TES) to create an integrated energy system (IES) that combines a
power generator with energy storage to provide an additional thermal reserve [27]. The integration
of energy storage systems with power plants not only increases the flexibility of the generator but
also enables the plant to operate closer to base load. In modern electricity grids, IES can provide
flexibility to offset uncertainty from renewables and new energy demands while also helping to
address ramping concerns [17]. However, their design is an inherently challenging problem since
it involves not only multiple discrete design decisions related to the integration of TES with the
power plant, such as alternative integration points, storage materials to use, and size of the storage,
but also determining operating conditions. These design decisions are critical for determining how
fast the generator can ramp, which impacts how the generator can bid into the electricity market.
Hence, to accurately design an IES that can realistically operate in a current electricity market, we
need to analyze how rapidly these systems can respond to changes in the market and how they
impact market revenue. A popular approach to maximize the economic benefits of an IES is to
consider historical or synthetic dynamic prices of electricity while neglecting the impact of the IES
bids on the market [12]. This approach, referred to as the price-taker approach, has previously been
adopted for the study of integrated concentrated solar plants, where it has shown its usefulness for
the design and optimization of more flexible concentrated solar power (CSP) systems [33, 29, 13].
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1.2 Thermal Energy Storage Increases Flexibility of Integrated Energy
Systems

Thermal energy storage systems store and release sensible or latent heat by heating and cooling a
storage material. Some of the most popular storage materials are water, thermal oils, and molten
salts due to their low cost and favorable thermo-physical properties such as high boiling point and
thermal stability. Alva et al. [2] and Sun et al. [35] present an overview of different TES, their
advantages, and the systems into which they have been integrated. In a sensible heat-based TES,
the storage material undergoes two different operations: charging, where the storage material is
heated and stored in an insulated tank, and discharging, where the energy from the previously
stored hot storage material is extracted and integrated with the IES.

Many studies in the literature have explored the importance of the integration of TES and how
it can improve the performance of existing thermal generators. Yet most of these studies rely on
simulation models under the assumption that either the points of integration of the TES with the
energy system are known or that other design variables such as storage material and storage heat
capacity and size, etc., are known and given a priori. For example, Garbrecht et al. [18] and Li
and Wang [27] solved simulation models to study multiple strategies to integrate molten salt-based
TES with coal-fired thermal power plants with the objective of evaluating the power plant operating
range while reducing fluctuations of the power grid. Yong et al. [41] proposed simulation models
for the integration of a TES in a coal-fired supercritical power plant with the objective of replacing
the boiler in the process, showing that the integrated plant has a higher thermal efficiency than
the original plant (41.8% compared to 40.3%, respectively). Other studies considered different
types of TES systems and their effect in coal-fired power plants. For example, Krugger et al. [25]
evaluated multiple TES systems (molten salt-based, solid media storage, and a Ruth’s type steam
accumulator) with a coal-fired power plant to perform a comparative evaluation of these different
TES technologies and determined that each system has different net capacity during load increase
(or discharging) and load reduction (charging) of the power plant and TES efficiencies. However,
a commonality among these simulation studies is that the TES system is integrated with coal-
fired power plants assuming a fixed connection to the power plant cycle without considering other
connection points.

To determine the effect that different steam sources have on the performance of the IES, Wojcik and
Wang [38] performed a study that exhaustively simulated multiple options to determine the best
point source of steam in a subcritical conventional oil-fired power plant for extracting heat through
a heat exchanger (with no specific TES technology), where the outlet conditions for the steam were
fixed a priori. Zhang et al. [42] also presented a simulation model to evaluate the performance
of a molten salt-based TES system when using high-temperature flue gas and superheated steam
sources in an integrated coal-fired power plant, where they found that the round-trip efficiency of
the TES system is up to 85.17% when using the appropriate match between the heat sources and
the TES media. However, even when these studies show clear benefits of integration of TES with
coal-fired power plants while exploring the effect of multiple heat sources in IES, the points of
steam extraction, storage material, and TES technology were known and fixed during the solution
of the model, resulting in the exploration of only a small set of possible design alternatives, which
can lead to a sub-optimal design of the IES.
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1.3 Importance of Optimization for Integrated Energy Systems and
Thermal Energy Storage

In contrast to the approaches described above, optimization-based approaches provide a systematic
framework to determine how to best integrate TES technologies with power plants. Specifically,
Yeomans and Grossmann [39], Mencarelli et al. [30], and Chen et al. [10] proposed a strategy
that requires the construction of a superstructure. A superstructure includes possible alternative
interconnections of technologies. The superstructure model then contains the equations and con-
nections of all the possible technologies, their interconnections, and their operational constraints.
This approach, known as superstructure optimization, is used to select the optimal structure from
many alternatives within a single optimization problem.

Superstructure optimization aims to provide a systematic approach to explore a large design space.
To achieve this, we need to first accurately postulate all relevant configurations of the process alter-
natives and their interconnections, followed by the formulation of the mathematical programming
model. The solution of this model identifies the optimal structure. The translation from super-
structure to a mathematical model can be done using various optimization techniques, such as
mixed-integer nonlinear programming (MINLP) or Generalized Disjunctive Programming (GDP).
MINLP has been extensively used to solve conceptual design problems in which continuous and
discrete (0-1) variables are introduced to the problem to model the discrete choices in a process
superstructure [36]. Applied to energy systems, for example, Fuentes-Cortés et al. [16] proposed a
MINLP superstructure approach to determine multiple design decisions in a cooling, heating, and
power production system, including sizing and selection of prime mover and sizing of the TES and
auxiliary thermal system. Applied to the study of IES, Dowling et al. [13] implemented a MINLP
formulation in a decomposition algorithm to perform simultaneous scheduling and control deci-
sions in an integrated CSP system, where they quantify the revenue potential of the concentrated
solar system while also exploring the effects of the design variables on revenue potential. Despite
their successful application, MINLP formulations are challenging to solve, especially for complex
energy systems that include nonlinear equations.

GDP is a more intuitive approach for the conceptual design of prospective technology alterna-
tives, which introduces disjunctions, Boolean variables, and logic propositions to the optimization
problem to represent discrete design decisions. These disjunctions, written following a natural
syntax that groups sets of constraints to every alternative within each discrete decision, have a log-
ical structure that is exploited to avoid zero-flow streams that affect the numerical solution when
streams or connections disappear. GDP has been used for the conceptual design of chemical and
energy processes, where its implementation allowed the systematic evaluation of a broad range
of design decision parameters [40, 23, 5, 4, 24]. In these studies, a design model is constructed
for each specific case study using an equation-oriented algebraic modeling language in which the
modeler explicitly included all the equations involved in their system and the reformulations of
the logic-based equations and discrete variables involved in the GDP formulation. To fully benefit
from GDP modeling, the tool Pyomo.GDP [9] was developed to easily perform the reformulations
and other model transformations needed in a GDP problem formulation, while also allowing the
implementation of advanced mathematical algorithms for their solution. In recent studies, Chen
et al. [10], Rawlings et al. [31], and Ghouse et al. [19] illustrate the use of this modeling tool
for the synthesis and conceptual design of complex processes, such as the synthesis of a flowsheet
of eight potential process units, a methanol synthesis process with multiple alternatives for feed
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and reactor units, and multi-product distillation columns. In these studies, multiple design deci-
sions are included in each GDP model and are simultaneously calculated without the need for any
reformulations from the modeler. Nevertheless, its use for the conceptual design of IES is still lim-
ited. One reason is the lack of process simulation tools that support not just an equation-oriented
and user-friendly environment with greater flexibility for the construction of complex power plant
flowsheets and design models that can represent real-world power generation systems, but also the
capability to link advanced algorithms that can support the automatic reformulation of GDP logical
relations.

1.4 Novel Contributions

To address the aforementioned challenges, we use DISPATCHES (Design Integration and Synthesis
Platform to Advance Tightly Coupled Hybrid Energy Systems), an open-source platform built on
IDAES® [26] for the optimization and design of hybrid energy systems. In this study, we leverage
its capabilities for the construction of first-principle rigorous models and superstructures to perform
the analysis and optimization of a pulverized coal-fired ultra-supercritical power plant (USCPP)
that is integrated with a TES. We also make use of open-source grid-integration tools to study the
effect of electricity prices on the design of a TES by solving a multi-period simultaneous design and
optimization problem. This study aims to advance the state of the modeling and conceptual design
of IES and quantify their potential impact using open-source platforms and cutting-edge design
optimization formulations in a multi-period approach. This work makes three novel contributions
to the design and operation of integrated energy systems:

1. We propose and systematically evaluate multiple design configurations of an integrated ther-
mal energy system with a monolithic model using GDP, a logic-based optimization approach.

2. We explore the use of open-source platforms DISPATCHES and IDAES® to construct first-
principle rigorous models for complex energy systems, with the flexibility to connect and
disconnect streams in the flowsheet, to explore multiple configurations.

3. We determine the influence of the electricity market on the optimal design and operation of
IES. Toward this, we develop a two-step optimization approach to determine the optimal size
and market participation of energy systems with TES that maximize the profit.

1.5 Report Organization

The remainder of this report is organized as follows: Section 2 describes all the methods used in this
study, including Section 2.1 that states the multi-period optimization problem under the price-taker
assumption; Section 2.2 defines the electricity market data used during the multi-period model
under the price-taker assumption; Section 2.3 describes the model for the USCPP and storage
systems; and Section 2.4 describes the mathematical formulations of the optimization problems
for the design and simultaneous design and operation of the integrated USCPP system. Section 3
presents results and discussion, and the report culminates in Section 4, where we draw conclusions
of the analyses, present the major contributions of the work, and outline future research.
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2. Methods

2.1 Problem Statement

The primary objective of this work is to optimally design and integrate a TES with a USCPP while
considering the impact of time-varying electricity prices. We propose a multi-period optimization
problem under the price-taker assumption for the simultaneous design and operation of an inte-
grated energy system. The problem is summarized in Table 1.

Table 1: Problem statement of multi-period optimization problem

Given: Ultra-supercritical power plant model
Operational conditions of the power plant flowsheet
Time series electricity prices

Determine: (a) Points of integration of TES with power plant
during charge and discharge processes

(b) Storage material in TES
(c) Size of storage heat exchangers in TES
(d) Temperature of storage material in TES
(e) Schedule of TES system

Objective: Maximize a net profit function
Subject to: Mass and energy balances

Power plant and TES performance equations
Ramping constraints
Storage material mass balances
Non-anticipativity constraints

In this optimization problem, we consider two types of design decisions:

1. Discrete design decisions (dd) include items (a) and (b) in Table 1, such as determining where
to integrate the charge and discharge connections within the power plant and selecting the
storage materials. The points of integration of TES with the power plant are selected con-
sidering the conditions needed for the charge and discharge processes, while three different
storage materials are considered: Solar salt, Hitec salt, and thermal oil.

2. Continuous design decisions (dc) include the variables in (c) and (d) in Table 1, such as the
size of the TES heat exchangers and temperature of the storage material. When determining

12
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these decisions, we simultaneously solve for the schedule (e) of the TES, i.e., the mode of
operation (charge or discharge) as a function of the time-varying electricity prices.

All the models constructed for the USCPP and the integrated USCPP, including the superstruc-
tures for the conceptual design of the USCPP integrated with charge and discharge processes, are
included as part of the open-source DISPATCHES model library available at https://github.
com/gmlc-dispatches/dispatches. They are constructed using the open-source platforms DIS-
PATCHES (version 1.3.0), IDAES® [26] (version 2.0.0), and Pyomo [7] (version 6.5.0). Since
IDAES® uses Pyomo as its core modeling framework, we gain access to a flexible set of automatic
reformulation and solution algorithms from which we can select the best tool to optimize the pro-
posed models and superstructures. To determine the discrete design decisions, we use Pyomo
GDPopt [9] (version 22.5.13) since it provides an automatic reformulation of the logical constraints
to their algebraic form without any further reformulations from the user. For GDPopt, we use Gurobi
[21] (version 10.0.1) as the linear solver and IPOPT [37] (version 3.13.2) as the local/nonlinear
solver. To determine the continuous design decisions and TES schedule, we use the solver IPOPT
(version 3.13.2). All the analyses reported in this study were performed on a Dell Precision 5560
laptop with 11th Gen Intel(R) Core(TM) i9-11950H @ 2.60GHz, having 32.0 GB RAM, and run-
ning Windows 11 Pro. The remainder of this section describes the time-varying electricity prices
(Section 2.2), USCPP and TES mathematical models (Section 2.3), and the decomposition strategy
for the optimal design and operation of the integrated power plant (Section 2.4).

2.2 Time-varying Electricity Prices

The Reliability Test System (RTS) is a collection of synthetic grids that assist the engineering com-
munity in understanding how new technologies and operational practices might impact the power
system cost and performance of the grid. As part of the United States Department of Energy’s Grid
Modernization Initiative, Barrows et al. [3] implemented a variety of updates to the RTS-96 gen-
eration and load data [20] to modernize the power generation sources and their geographic and
temporal variability. The updated grid, known as the RTS-GMLC, has 73 buses distributed in three
regions with 120 transmission lines. It consists of 73 thermal generators (coal, oil, and natural gas
generators), one nuclear generator, 81 renewable generators (hydro, utility-scale photo-voltaic, and
rooftop photo-voltaic), and one storage unit. Of the thermal generators in the modernized grid,
only 16 use coal. The RTS-GMLC dataset includes time series for year-long simulations of hourly
24-hour ahead forecasts and is available at https://github.com/GridMod/RTS-GMLC. The dataset
used in this study contains a total of 364 days × 24 hours = 8, 736 time values of the locational
marginal price (LMP) (denoted as π hereafter). The dataset contains π values ranging between $0
and $200 per MWh. Figure 1 shows the histogram or the frequency distribution of the dataset for
one year. The inset at the top right of the figure shows the frequency for π values above $40 per
MWh. Figure 1 shows that about 20% of the data have values between $0 and $10 per MWh (the
majority having been zero values), 14% of the data between $10 and $20 per MWh, and 65% of the
data between $20 and $40 per MWh. The remaining 1% of the data have values higher than $40
per MWh.

To study the effect of the electricity market on the optimal design and operation of the USCPP
integrated with a TES, we calculate the average price of electricity for one representative day and
one representative week of the year considering the π at each hour of the day and week for the
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Figure 1: Histogram of RTS-GMLC data set for one year. The inset at the top right shows the
frequency for electricity prices π above $40 per MWh.

364 days of the year. In future sections, we refer to these time horizons as an average-day (24-hour
time period) and an average-week (168-hour time period). Appendix C includes Figures 9a and 9b,
which show the calculated average data for the average day and average week from the RTS-GMLC
data, respectively. These average values are used to determine the hourly schedule of TES and the
operation of the integrated USCPP.

2.3 Ultra-supercritical Power Plant (USCPP)

Integrated coal-fired power plants involve the connection of an energy storage system to the main
thermal cycle of the thermal generator. To construct an integrated power plant model, we first
define the type of coal-fired thermal generator to use, followed by the construction of a rigorous
model that can accurately describe its behavior. In this study, we consider a pulverized coal-fired
ultra-supercritical power plant based on a 400 MWe single unit given in Department of Energy
technical report DOE/FE-0400 [11]. To construct the integrated power plant, we propose the
integration of a TES system that is connected to the main thermal cycle in the plant to increase the
base-load plant flexibility during energy production.

The USCPP is similar to the supercritical power generation units, but it operates at even higher tem-
peratures and pressures (above 600 ◦C with steam pressures ranging from 25 to 29 MPa) enabling
the employment of a more efficient steam cycle that can reduce fuel consumption and CO2 emis-
sions when compared to subcritical and supercritical generators [6]. The steam cycle in the USCPP
is based on a double reheat configuration with a sequence of turbines (Turb) operating from very
high pressure (VHP) to low pressure (LP) (2.60 to 31.12 MPa). The reheaters Reheat1 and Reheat2
are used to reheat the exhaust steam from the VHP turbines 1 and 2 (Turb1 and Turb2) and the

14



DISPATCHES Design of Integrated Energy Systems with Thermal Energy Storage

Turbine (Turb) Reheater (Reheat)
Feed water heater (FWH) Mixer (Mix) PumpCondenser (Cond)

Turb8

LP

Turb6

IPHP

Turb4

VHP HP

BPump

CMix

 

Reheat2Turb3 Turb5 Turb7

CPump

IP LP

Reheat1Turb1

BFPump 

Boiler

FWH2 FWH1FWH3FWH4FWH5FWH6FWH7FWH8FWH9

Turb2 Turb9

LP

Turb10

LP

Turb11

LP

Makeup
 water

Cond

 

Deaer

VHP

Figure 2: Process flow diagram for the ultra-supercritical plant.

high pressure (HP) turbines 3 and 4 (Turb3 and Turb4) before it enters the intermediate pressure
(IP) turbine 5 (Turb5). Figure 2 shows a process flowsheet of the USCPP. The last LP turbine 11
(Turb11) exhausts to a single pressure condenser. The feed water train consists of nine closed feed
water heaters (FWH) of which five operate at low pressure (FWH1 to FWH5), four at high pressure
(FWH6 to FWH9), and one open feed water heater or deaerator (Deaer). A condensate is pumped
to the deaerator inlet from the outlet of the low-pressure feed water train (FWH5). Feed water from
the deaerator is then pumped to the boiler inlet. Extractions for feed water heating, deaerating,
and as an inlet for the boiler feed pump (BPump) are taken from the high, intermediate, and lower
pressure turbine cylinders and from the cold reheater. The plant is designed to be operated as a
base-load unit since the cycle is best suited operationally for this type of dispatch mode.

To construct the first-principle rigorous model for the USCPP, we use DISPATCHES and IDAES®

[26] open-source platforms, which contain a library of customizable unit models for heat exchang-
ers, turbines, and thermophysical properties of water as the working fluid in the thermal cycle.
IDAES® unit models contain the energy and mass conservation equations needed in the power
system, while the working fluid property package includes properties such as density, viscosity,
enthalpy, etc. Appendix A includes all the details about the unit models and their process assump-
tions and the used property packages for the construction of the USCPP and TES system models.
Appendix B shows the process flowsheet data, design parameters, and operational conditions for
the USCPP. All the units in the USCPP flowsheet are connected using the modeling component
Arcs from Pyomo, and once linked, all the units are initialized by propagating the state variables
through the connected ports using the IDAES® propagate_state initialization procedure. More
details about this procedure can be found in the IDAES® documentation. Once built, this USCPP
model is used as the base model to construct design superstructures and the integrated USCPP
model.
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Thermal Storage System

A TES system integrates a charge and a discharge process with an energy system to store sensible
heat and produce steam with the stored energy. For this thermal exchange to occur, each process
in the TES requires the use of a heat exchanger to transfer heat between a hot and cold source
and the storage material and auxiliary units to return the working fluid to the plant cycle. Figure
3a shows the charge process that includes a heat exchanger (HX), a storage pump (SPump) to
ensure that the condensed steam is at the right pressure before recycling it back to the power
plant, and an insulated tank to store the hot storage material. Figure 3b shows a typical discharge
process that includes a heat exchanger, a storage turbine (STurb) to produce power with the newly
generated steam, and a tank to store the cold storage material. These models are constructed using
the IDAES® countercurrent heat exchangers with log mean temperature differences for both heat
exchangers, while the other unit models and property packages for storage materials are given in
Appendix A.

Hot Salt 
  Tank

 
Charge heat exchanger

Storage pump

(a) Charge heat exchanger and
auxiliary units.

Discharge heat exchanger

Cold Salt 
   Tank

Storage turbine

(b) Discharge heat exchanger and auxiliary
units.

Figure 3: TES units for (a) charge and (b) discharge processes.

The construction of more flexible, economically viable integrated power plants requires the integra-
tion of TES processes with energy systems, but their connection requires the definition of various
discrete design decisions. One decision is the selection of the storage material to use in the TES,
since the amount of thermal energy that is stored depends on the heat capacity and temperature
range of the material. It is also important to consider the operational conditions of the heat transfer
fluid, such as temperature and pressure, which are controlled by the point where the heat transfer
fluid is extracted from an energy system. In an IES, these conditions are dictated by the point of
integration of the charge and discharge processes within the thermal cycle. Consequently, to inte-
grate a TES with the USCPP, we need to select a storage material that enhances the capabilities of
the plant and a working fluid from the main thermal cycle in the plant that can exploit the heat
capacity of the storage material so that when integrated, the hybrid USCPP can respond to the
power requirement from the grid.

2.4 Optimization Formulation

For the simultaneous design and operation of the integrated USCPP problem given in Section 2.1,
we propose a two-step approach to determine all design and operational variables in items (a) to
(e) in Table 1. These steps are described below:

1. GDP: Calculate the discrete design decisions dd in (a) and (b) in Table 1, i.e., the storage
material and the optimal points of integration of the TES system for charge and discharge
processes, using a GDP formulation.

16



DISPATCHES Design of Integrated Energy Systems with Thermal Energy Storage

2. Multi-period: Calculate the continuous design decisions dc in (c) and (d) in Table 1 to de-
termine the size and operational conditions of the USCPP and TES when considering the
electricity market. To determine these design variables, we implement the integrated model
of an USCPP (constructed using the discrete design decisions found in Step 1) in a multi-
period model under a set of fixed electricity prices. With the solution of this multi-period
optimization problem, we simultaneously determine the remaining item (e).

To maximize the economic benefits of the IES in Step 2, we consider the price of electricity, ne-
glecting how the energy system bids impact the market. This price-taker problem optimizes the
dispatch of energy systems against RTS-GMLC electricity prices to maximize the revenue of the
energy system. This is done during the solution of the problem, where the highest dispatch of the
energy system coincides with periods of high electricity prices. In this study, we intend to demon-
strate that by considering the design and operational problems separately in the analysis of energy
systems, we could be operating integrated energy systems with under-designed or over-designed
TES. This can result in unnecessary increments in capital and operating costs during the operation
of the integrated power plant, which can turn these hybrid systems into undesirable alternatives in
real energy production processes.

Step 1: Superstructure Design Using Generalized Disjunctive Programming

To ensure the exploration of multiple alternative configurations within the same model, we propose
a GDP optimization strategy to systematically explore 71 possible configurations arising from the
discrete design decisions in Table 2. To build the two superstructures, one for charging and one for
discharging, we disconnect multiple streams from the USCPP flowsheet in Figure 2 to open alterna-
tives to connect the charge and discharge heat exchangers and their auxiliary units (Section 2.3).
Once we have alternative points to connect the TES in the USCPP, we construct the GDP design
superstructure models in Figure 4, in which the discrete design decisions are formulated as disjunc-
tions following the discrete design decisions for each storage process in Table 2. For the proposed
charge GDP superstructure in Figure 4a, where the TES heat exchanger stores energy in a storage
material and then recycles condensed steam back to the plant, we consider four disjunctions: (1)
selection of a storage material (green dashed lines), (2) selection of a steam source to heat the
storage material (red dashed lines), (3) selection of a connection point within the plant for the
return of the condensed steam back to the power plant (blue dashed lines), and (4) selection of a
cooler after the charge storage process to enforce that the condensed steam is at the right pressure
before recycling it back to the plant (yellow dashed lines). Note that in Figure 4a in the dashed
blue lines for disjunction 3, a recycle mixer 5 (RMix5) is included to mix the outlet from the charge
storage process with the condensed steam coming from the feed water train alternatives. Only the
representation of one recycle mixer RMix is included to avoid saturating the flowsheet, but the
names of the other recycle mixers for each alternative are included with a black circle (RMix1 to
RMix4).

Table 3 summarizes how the charge design decisions (Table 2) are modeled using the equations in
Disjunctions 1a to 1d. Each disjunction considers multiple alternatives, resulting in the exploration
of 60 different configurations for the proposed charge GDP superstructure. The notation in the
Disjunctions 1a to 1d is: h(x , d) represents all equality constraints (mass and energy balances and
performance equations) for the unit equipment given in the superscript, Y represents the state
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variables (flow, pressure, and enthalpy) of the unit equipment in the superscript, in and out are
the inlet and outlet streams of the unit equipment given in the superscript, p is the pressure of the
stream and unit equipment in the subscript and superscript, respectively, and Solar, Hitec, and oil
are the storage material alternatives for the storage heat exchangers.

Table 2: Discrete design decisions in charge and discharge GDP superstructures.

Number Charge Discrete Design Decision
1 Storage material in the heat exchanger
2 Steam source within the power plant
3 Point for the return of the condensed steam to the power plant cycle
4 Addition of a cooler after the charge cycle

Number Discharge Discrete Design Decision
1 Extraction point of condensed steam

18



DISPATCHES Design of Integrated Energy Systems with Thermal Energy Storage

Charge HX

LPIPHPVHP HP

BPump

CMix

 

 

Turb3

IP LP

Reheat1Turb1

BFPump 

Boiler

FWH6FWH8FWH9

LP LP LP

Makeup
 water

RMix5

SSplitHot Salt 
  Tank

HX_oil

HX_hitec

HX_solar

Cooler
Spump

Cold Salt 
   Tank

Turbine Reheater
Feed Water Heater (FWH) Mixer (Mix) Storage Pump (SPump)

Condenser (Cond)

RMix4 RMix3 RMix2 RMix1

Recycle Mixer (RMix)

Condenser Mixer (CMix)

CPump

Condeser Pump (CPump)
Booster Pump (BPump)
Boiler Feed Pump (BFPump)

Storage Splitter 
(SSplit) (Turb) (Reheat) Heat Exchanger (HX)

   

Deaer

VHP

(a) Charge GDP superstructure.

Turb8

LP

Turb6

IPHP

Turb4

VHP HP

BPump

CMix

 

Reheat2Turb3 Turb5 Turb7

CPump

IP LP

Reheat1Turb1

BFPump 

Boiler

FWH2 FWH1FWH3FWH4FWH5FWH6FWH7FWH8FWH9

Turb2 Turb9

LP

Turb10

LP

Turb11

LP

Makeup
 water

Cond

Hot Salt 
  Tank

Cold Salt 
   TankSTurb

Discharge HX

SSplit

Deaer

VHP

(b) Discharge GDP superstructure.

Figure 4: Process flowsheet for the (a) charge and (b) discharge GDP superstructures of the ultra-
supercritical plant. The flowsheets include colored dashed lines that represent the design alterna-
tives for each design decision or disjunction. In (a) or charge superstructure, the disjunction 1 and
its alternatives are shown as green dashed lines, disjunction 2 as red dashed lines, disjunction 3 as
blue dashed lines, and disjunction 4 as yellow dashed lines. In (b) or discharge superstructure, the
disjunction 1 and its eleven alternatives are shown as the blue dashed lines.

For the discharge GDP superstructure in Figure 4b, where the energy stored during the charge pro-
cess is used to reheat condensed steam extracted from the plant to produce power, we consider one
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disjunction for the selection of an extraction point of condensed steam from the plant. Figure 4b
shows this as blue dashed lines. Table 4 summarizes how the discharge design decision (Table 2)
is modeled using Disjunction 1g, which considers 11 alternatives for the extraction of condensate
from the plant. Disjunction 1g follows the same notation described in the charge superstructure.
Considering the discharge process and its auxiliary units in Figure 3b, in the discharge GDP super-
structure we connect a storage turbine to the outlet of the discharge heat exchanger to produce
extra power. Note that the condensate at the outlet of this storage turbine is not explicitly recycled
back to the plant, but it is assumed to be added as make-up water in the condenser mixer (CMix)
of the power plant. Therefore, there is no need to recycle steam condensate to the power plant.
Additionally, since we assume both charge and discharge heat exchangers use the same storage
material and this is already a discrete decision in the charge GDP superstructure, we do not include
this as a discrete design decision in the discharge design superstructure.

Table 3: Description of design decisions as disjunctions in charge GDP superstructure.

Disjunction Design Alternatives Boolean Representation
Number Equation Decisions (Disjuncts) Variable in Figure 4a

Storage Solar salt HX zcharge
1,1 Green dashed

1 1a Material Hitec salt HX zcharge
1,2 lines

Thermal oil HX zcharge
1,3

2 Boiler outlet zcharge
2,1

1b Steam (VHP source) zcharge
2,1 Red dashed

source Reheat1 outlet zcharge
2,2 lines

(HP source)
FWH6 inlet 1 zcharge

3,1

3 1c Return of FWH7 inlet 1 zcharge
3,2 Blue dashed

condensed FWH8 inlet 1 zcharge
3,3 lines

steam FWH9 inlet 1 zcharge
3,4

Boiler inlet zcharge
3,5

4 1d Cooler after Add cooler zcharge
4,1 Yellow dashed

storage No cooler zcharge
4,2 lines

Table 4: Description of design decisions as disjunctions in discharge GDP superstructure.

Disjunction Design Alternatives Boolean Representation
Number Equation Decision (Disjuncts) Variable in Figure 4b

CPump outlet zdischarge
1

FWH1 outlet 1 zdischarge
2

FWH2 outlet 1 zdischarge
3

FWH3 outlet 1 zdischarge
4

1 1g Condensed FWH4 outlet 1 zdischarge
5 Blue dashed

Steam FWH5 outlet 1 zdischarge
6 lines

Source BPumpoutlet zdischarge
7

FWH6 outlet 1 zdischarge
8

BFPump outlet zdischarge
9

FWH8 outlet 1 zdischarge
10

FWH9 outlet zdischarge
11
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S = [Solar,Hitec, oil] (1e)

p(x) = min(pRMix
in1

, pRMix
in2

) (1f)
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To determine the optimal point to integrate the charge heat exchanger with the USCPP while con-
sidering multiple viable process streams using disjunctions as the discrete design decisions, we pro-
pose the GDP optimization problem in Equations 2a to 2f to show how, with the use of optimization-
based design techniques, we can integrate TES with fossil-fueled generators while increasing their
economic benefits and performance.

min REV (πcharge)−OPEX − CAPEX charge (2a)

s.t. h(x charge, d charge) = 0 (2b)

g(x charge, d charge) ≤ 0 (2c)

Disjunctions 1a to 1d (2d)

zcharge
i,k ∈ {True, False}, ∀i ∈ Z , ∀ k ∈ K (2e)

x charge,lb ≤ x charge ≤ x charge,ub , ∀x ∈ X ⊆ Rn (2f)

In this charge GDP design problem, we maximize a net profit function calculated considering the
revenue function (REV ), operating costs (OPEX ), and capital costs (CAPEX ) of the USCPP and
storage system, as shown in Equation 2a. The revenue is calculated assuming a fixed value for
the electricity price of πcharge = $22 per MWh, which is similar to the average π value for the
time horizons used in this study. The OPEX includes the fixed and variable costs for the power
plant and fuel consumption. The CAPEX charge considers annualized costs for the plant and charge
storage system, including the cost of the charge heat exchangers, storage material pumps, and the
insulated tank needed to store the storage material. We use the IDAES® costing framework to
calculate capital costs, which considers assumptions given in [32]. Equations 2b and 2c represent
the model and performance equations of the USCPP and charge storage process, including mass
and energy balances and process specification equations that depend on the set of continuous
variables xcharge in the charge process, given design parameters d charge, and all unit models used to
construct the USCPP and the charge process (see Section 2.3). Since each point for the connection
of the charge storage heat exchanger and its auxiliary units with the USCPP is considered a design
decision and added to the model as a disjunction, we include Equation 2d to the optimization
problem that comprises the four design decisions for the charge process given in Equations 1a
to 1d. The decision of the selection of an alternative in each disjunction is represented with the
Boolean variable z that can take the value of True or False in the disjunction equations as given in
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Equation 2e. Since each disjunction contains multiple alternatives (or disjuncts k), we enforce that
one and only one of the alternatives is True, which implies that when one alternative is selected,
the other alternatives must be False. For example, if the Boolean variable zcharge

1,1 in Equation 1a is
True, the equations and constraints for this alternative are included in the global model equations.
The other alternatives, zcharge

1,2 and zcharge
1,3 , must then take the value of False and are not included

in the superstructure model. This is enforced with the logical exclusive OR relationship "∨" in the
disjunctions equations. Z in Equation 2e represents the set of disjunctions z, while K represents the
set of disjuncts k for each disjunction z. Finally, Equation 2f specifies the lower and upper bounds
(x charge,lb and x charge,ub, respectively) for all the continuous variables x in the set of variables X in
the model. Once defined, this mathematical formulation is used for the solution of the charge GDP
superstructure.

For the discharge GDP design problem, we formulate an optimization problem analogous to the
charge GDP problem (Equations 2a to 2f). Equations 3a to 3f show the discharge GDP model for-
mulation proposed to determine the optimal points of integration of the discharge heat exchanger
and its auxiliary units within the USCPP.

min REV (πdischarge)−OPEX − CAPEX discharge (3a)

s.t. h(xdischarge, d c,charge, d charge = 0 (3b)

g(xdischarge, d c,charge) ≤ 0 (3c)

Disjunction 1g (3d)

zdischarge
k ∈ {True, False}, ∀ k ∈ K (3e)

xdischarge,lb ≤ xdischarge ≤ xdischarge,ub, ∀x ∈ X ⊆ Rn (3f)

In this formulation, we also maximize a profit function, but this differs from the charge formulation
in the electricity price used in Equation 3a for the calculation of revenue, which has a value of
πdischarge = $40 per MWh for the discharge problem, and is similar to the highest π observed in the
longest time horizon of 168 hours used in this study, and considers the power produced by both the
power plant and storage turbine, CAPEX discharge that considers annualized costs for the plant and
discharge storage system, Equations 3b and 3c that include the model and performance equations
of the USCPP and discharge process, and the discrete design decision as a disjunction in Equation
3d that specifies the connection to the power plant for the extraction of condensed steam. Since
we use the same storage material used in the charge GDP superstructure, the discharge model
Equations 3b and 3c require data from the storage material selected during the solution of the
charge GDP superstructure. To obtain this data, the charge and discharge GDP superstructures are
solved sequentially, starting with the charge GDP superstructure to determine the storage material
(type and amount) and its operating temperature. These values are saved and used for the solution
of the discharge superstructure.

The model for the charge superstructure has 795 constraints and 729 variables of which 12 are
binary. The discharge superstructure has 664 constraints and 566 variables of which 6 are binary.
Since we want to explore the entire set of configurations for each superstructure, we use GDPopt
[9] with RIC (or reduced integer cuts) as the algorithm strategy. The flowsheets are initialized
using the IDAES® initialization procedure that propagates state variables through connected units.
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Step 2: Optimization Formulation of Multi-period under Price-taker Assumption

Once the GDP superstructures in Step 1 are solved, we obtain the optimal discrete design decisions
dd and use them to construct the model of an integrated USCPP. This integrated plant includes the
storage charge and discharge processes within the same USCPP to offer the flexibility of storing and
using energy when one or the other operation is desired. Since both storage processes are included
in the same USCPP model, we include a minimum work constraint for each heat exchanger to avoid
zero flows in the TES system. To achieve this, we add a lower bound for the heat duty of each stor-
age heat exchanger to be greater than a small non-zero value (i.e., 10 MWth). This simplification
allows the heat exchangers to be in a warm start state and enables a better convergence of the
mathematical models.

A multi-period simultaneous design and operation problem is formulated using the integrated
USCPP model for an objective of maximizing profit considering the time-varying electricity prices
under a price-taker assumption as shown in Equations 4a to 4l.

min
T∑
t=1

(REV t −OPEX t)− CAPEX (4a)

s.t. REV t = P total
t πt, ∀ t ∈ T (4b)

OPEX t = F coal
t C coal

t , ∀ t ∈ T (4c)

CAPEX t = f
(
d ,Fwater

t ,F smaterial
t

)
, ∀ t ∈ T (4d)

h(xt, d) = 0, ∀ t ∈ T (4e)

P total
t−1 − ρ ≤ P total

t , ∀ t ∈ T (4f)

P total
t−1 + ρ ≥ P total

t , ∀ t ∈ T (4g)

I hot
t = I hot

t−1 + 3600
(
F smaterial,charge
t − F smaterial,discharge

t

)
, ∀ t ∈ T (4h)

I total = I hot
t + I cold

t , ∀ t ∈ T (4i)

N d
t+1 = N d

t , ∀ t ∈ {1, ..., n− 1} (4j)

Ihot
n = Ihot

1 (4k)

x lb ≤ x ≤ xub , ∀ x ∈ X ⊆ Rn (4l)

In the multi-period optimization model, we maximize a net profit function in Equation 4a, which
calculates the total profit of the energy system considering the revenue and costs over one-hour
time steps t in the set of time periods T . We consider a rigorous model of an integrated USCPP
for each time period, which involves 607 variables, 601 equations, and 12 constraints that include
multiple nonlinear expressions that describe the mass, energy, and thermal properties of the system.
We calculate the revenue using Equation 4b, where we consider average electricity prices πaverage

t

and the total power produced by the integrated power plant or P total
t at each time step t ∈ T .

The costs include OPEX and CAPEX expenses associated with the power plant and TES system.
We calculate the capital costs based on given design parameters for the unit operations (i.e., heat
exchangers, pumps, storage tanks, material inventory, etc.) using the IDAES® Unit Costing library,
and we annualize these over a 30-year power plant lifetime. In Equation 4e we include first-
principle and nonlinear equations that describe the integrated USCPP model and are time-indexed
to enforce mass and energy balances and performance equations of the unit equipment models
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over the time steps. Refer to Section 2.3 for more details about the USCPP and TES system models.
We include ramping constraints in Equations 4f and 4g, assuming a ramping rate ρ of 1 MW/min
and two mass balance equations in Equations 4h and 4i to calculate the amount of available hot
and cold storage material (I ) at the end of each time period considering the flow (F ) of storage
material that enters and leaves each storage tank. In this optimization problem, the simultaneous
design and operation of the integrated USCPP is possible due to the addition of the nonanticipativity
constraints in Equation 4j, which ensure that the calculated continuous design decisions d c (area
of storage heat exchangers and temperature of storage material), have the same value at all time
periods. We include a periodicity constraint in Equation 4k to ensure that the initial and final
(end of horizon n) states of the hot storage tank are the same. Finally, we include bounds for the
variables x as shown in Equation 4l. This formulation does not consider the dispatch load from the
market. Instead, it considers the economic signal from the market, so the integrated energy system
can only tell the grid when it can operate and how much energy it can provide, if needed.

With the use of the Multiperiod model in IDAES®, we are able to generate a global model that
contains a series of steady-state models of the integrated USCPP that are connected to each other
using coupling variables and nonanticipativity constraints. Figure 5 shows a graphical representa-
tion of this multi-period step approach. Considering the multi-period model, we create an instance
for each integrated USCPP, one for each time period, to construct a global model that contains mul-
tiple steady-state models of the integrated USCPP. Each instance of the integrated USCPP model
is initialized using an identical steady-state solution with the same heat duties for charge and dis-
charge heat exchangers of TES. As the steady solution also offers a feasible solution to the linking
constraints and periodic conditions, this method of initialization offers an initial feasible solution
for the multi-period model. When considering the integration of TES and the effect of the electricity
market in this multi-period model, we aim to enable the power plant to shift its power generation
from a charge, discharge, or no storage process. This way, the integrated power plant can avoid
generating energy at periods of low energy prices and increase energy generation during the high-
est value hours to maximize profit. For a 24-hour period instance of the multi-period model, the
simultaneous design model has 14,679 variables and 14,892 constraints, including 312 inequality
constraints.

IES Model IES Model IES Model IES Model

Non-anticipativity Constraints

Period 1 Period 2 Period 3 Period n

Coupling Variables

Figure 5: Step 2 or multi-period step approach for the simultaneous design and operation of the
integrated ultra-supercritical power plant.
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3. Results

In this section, we demonstrate the two-step approach by retrofitting an USCPP with TES.

3.1 Step 1: Generalized Disjunctive Programming Design

Charge Superstructure Results

Table 5 shows the results for the top seven feasible designs (rank 1 to 7) and the last feasible
design (rank 55) for the charge superstructure. In Table 5, the profit (as the objective function) has
a negative value, which means that the electricity price during charge (πcharge = $22 per MWh) is
low compared to the operating and capital costs of the plant. This is an incentive to use the charge
process in the integrated USCPP since it is more efficient for producing additional electricity and
storing it as compared to turning down the plant, causing the plant to operate far from the base
load.

Table 5: Results for the discrete and continuous design decisions for the top seven feasible designs
and the last feasible design for the charge GDP superstructure of the ultra-supercritical power plant.

Discrete Decisions Area Hot Salt Profit
Rank Storage Steam Condensate Cooling HX Temp. ($/hour)

Material Source Return (m2) (K)
1 Solar Reheat1 Boiler No 1,890.12 826.56 -1,584.57
2 Solar Reheat1 Boiler Yes 1,890.12 826.56 -1,584.68
3 Solar Reheat1 FWH9 No 1,890.12 826.56 -1,584.87
4 Solar Reheat1 FWH9 Yes 1,890.12 826.56 -1,584.98
5 Solar Reheat1 FWH8 No 1,890.12 826.56 -1,587.77
6 Solar Reheat1 FWH8 Yes 1,890.12 826.56 -1,587.88
7 Solar Reheat1 FWH7 No 2,004.89 822.07 -1,598.19

55a Thermal oil Boiler FWH7 Yes 2,218.66 616.00 -1,775.71
a 55 out of the 60 explored configurations are feasible

For the top seven feasible designs in Table 5, we observe differences of less than 1% in terms of
profit since they all select the Solar salt as the storage material and the HP steam source. In these
feasible designs, the selected Solar salt is heated using an HP steam source withdrawn from the
Reheat1 at a pressure of approximately 8 MPa and temperature of 866.15 K. For the top six feasible
designs, the Solar salt is heated in a heat exchanger with the same area of 1, 890.12 m2 at a rate
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of 150 MW. Since the charge heat exchanger uses the HP steam source, the Solar salt increases its
temperature in the charge heat exchanger from an initial temperature of 513.15 K to 826.56 K using
a steam flow from the Reheat1 of about 3, 570 mol/s and a total amount of purchased salt of about
6, 840 metric tonnes. For the rank 1 feasible design, we find that once the steam is exhausted, it is
mixed with the flow from the FWH9 outlet and sent back to the boiler inlet without the need for a
cooler after the charge heat exchanger.

The small differences observed in the profit values of the top seven designs in Table 5 derive from
the selection of different points in the feed water train for the return of the condensed steam
while interchangeably selecting the use of a cooler. We compared these feasible designs to further
understand these differences and to define the effects that the different discrete design decisions
have on the profit. The main observations drawn from this analysis are given below:

Condensed steam return and cooler selection: The profit is maximized when the condensed steam
is returned to the high-pressure feed water train, with the flexibility of selecting multiple points
for the condensed steam return without drastic differences in the profit. In addition, the use of a
cooler and the effect it has on the profit directly relates to its energy duty and capital cost. This is
observed when comparing the rank 2 feasible design with rank 1, where we see that rank 2 has the
same configuration as rank 1, with the exception of the addition of a cooler after the charge storage
process. Since this added cooler has a negligible heat duty and a relatively small capital cost, the
rank 2 solution has a profit similar to that of rank 1 (small capital cost).

Storage material: The selection of storage material has the most impact on the profit value since
the price of storage material directly affects the capital cost. The difference is relevant because
each storage material has a different price (i.e., $0.49 per kg for Solar salt, $0.93 per kg for Hitec
salt, and $6.72 per kg for thermal oil) with a varying range of operating temperatures. Comparing
all the feasible designs, we found that the least profitable configurations resulted in charge heat
exchangers that used thermal oil as the storage material. This is observed when comparing rank 1
with the last rank 55 solution in Table 5, where we have a maximum difference of about 10% in
terms of profit. In fact, a comparison of all feasible designs in Figure 10a in Appendix D sheds light
on the relative impact that the storage material has on the profit.

Steam source: The steam source has a significant impact on the profit since it affects the heat
exchanger area and thus the capital cost. This is related to the value of the specific enthalpy of
steam and is explained when studying the Mollier diagram for supercritical steam. This diagram
shows that the VHP steam (i.e., inlet to Turb1) has a lower specific enthalpy of 61.5 kJ/mol when
compared to the HP steam (i.e., inlet to Turb3) that has a value of 65.2 kJ/mol. Thus, the Solar
salt, when heated using an HP steam source from the boiler outlet at a higher specific enthalpy,
is more efficient and profitable than the VHP steam source. Figure 10b in Appendix D shows the
effect of the steam source in the areas of the charge heat exchanger for all feasible designs, where
we observe that for the Solar salt and thermal oil the areas of the heat exchangers are smaller
when the HP steam source is selected, while for the Hitec salt the area values vary slightly between
steam sources. Note that there is no clear trend for the area between the storage materials since
the size of the heat exchanger depends on other continuous design variables such as temperature
bounds for the storage material, steam flow, salt flow, and amount of available salt for each storage
material.

Finally, considering only the rank 1 design, we built an USCPP integrated with the charge process.
Figure 6a shows this optimal charge configuration.
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Discharge Superstructure Results

Table 6 shows the results for the discharge GDP superstructure for the top seven feasible designs
(rank 1 to 7) and the last feasible design (rank 11). In the discharge superstructure, we use Solar
salt as the storage material at the same hot temperature of 826.56 K found during the solution of
the charge superstructure

Table 6: Results for the discrete and continuous design decisions for the top seven and last feasible
designs for the discharge GDP superstructure for the ultra-supercritical power plant. The variables
marked with an ∗ are variables that have a fixed value during the optimization.

Discrete Decision Area Hot Salt Profit
Rank Condensed Steam HX Temp. ($/hour)

From Outlet (m2) (K)
1 CPump 436.44 826.56* 11,670.79
2 FWH1 535.24 826.56* 11,669.17
3 FWH2 751.84 826.56* 11,664.12
4 FWH3 921.22 826.56* 11,658.44
5 FWH4 1,154.35 826.56* 11,648.12
6 FWH5 1,678.90 826.56* 11,617.34
7 BPump 2,079.26 826.56* 11,596.50

11 FWH9 5,000.00 826.56* 11,301.60

The most profitable designs in Table 6 involve the extraction of condensed steam coming from the
low-pressure feed water train. In the rank 1 feasible design, the discharge heat exchanger uses
the Solar salt to reheat a fraction of the condensed steam from the CPump outlet using a flow of
about 2, 918 mol/s of condensed steam in a discharge heat exchanger with an area of 436.44 m2

at a heat duty of 148.50 MW. The condensed steam is heated from 312 K to 562 K. The reheated
steam, now at a higher temperature and pressure of 2 MPa, is fed to the storage turbine to produce
additional power of about 40 MW. As a fraction of the steam from the thermal cycle is taken out of
the CPump, the same amount of water is added as makeup water in the condenser mixer CMix to
maintain the steam flow rates. When comparing the charge and discharge heat exchanger areas,
we observe that the discharge heat exchanger is smaller than the charge heat exchanger (436.44
m2 vs. 1, 890.12 m2, respectively). This difference is due to the smaller feed water flow that goes
through the discharge heat exchanger when compared to the flow in the charge heat exchanger.

While exploring the different feasible configurations in Table 6, we observe the effect that the
extraction point for the condensed steam has on the profit. The main observations are given below:

Condensed steam source. The profit increases when using condensed steam from the low-pressure
feed water train since this affects the size of the discharge heat exchanger and thus the capital cost.
Figure 11a in Appendix D shows a comparison of the profit for all the feasible designs. For example,
a comparison between the rank 1 and rank 2 feasible designs shows a difference in terms of profit
of less than 0.1%. This difference is due to an increment in the area of the heat exchangers (rank
2 design uses a bigger discharge heat exchanger of 535.24 m2). The highest difference in profit
is about 3%, which is observed when comparing the rank 1 to the rank 11 feasible design (also
included in Table 6), and it is also due to the increment in the area of the discharge heat exchanger.
When comparing Figures 11a and 11b in Appendix D, we observe a correlation between profit and
the area of the heat exchangers, where we observe that the profit increments when the area of the
discharge heat exchanger decreases.
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Finally, considering the rank 1 feasible design, we built the optimal discharge USCPP superstructure
in Figure 6b.
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Figure 6: Optimal process flowsheet for ultra-supercritical plant (USCPP) integrated with (a)
charge and (b) discharge TES after the solution of the GDP superstructures in Step 1.

Summary and Discussion

From all the feasible configurations for the charge and discharge USCPP superstructures in Tables 5
and 6, we observe that with the use of GDP we are able to explore multiple solution alternatives and
some with similar objective values, allowing the user to select a configuration that adapts better to
the conditions of the thermal cycle. This flexibility to select from multiple optimal designs opens
the possibility of multiple power plant configurations that can integrate TES into their thermal
cycles without affecting their thermal performance. We were able to enumerate the entire set of
configurations for each superstructure using the RIC strategy in the solver GDPopt. The charge
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superstructure problem solves in about 2, 293 seconds when exploring the 60 configurations while
the discharge superstructure solves in about 77 seconds when exploring the 11 configurations.

3.2 Step 2: Multi-period Optimization Under Price-taker Assumption

We formulated a multi-period optimization problem using the integrated USCPP model to study
and design the TES under time-varying electricity prices. The multi-period optimization model
includes an integrated USCPP model for each time period, where the integrated USCPP model is
constructed using the optimal discrete decisions obtained from the solution of the design prob-
lem solved in Step 1. Figure 7 shows the integrated USCPP including both charge and discharge
processes within the USCPP. Table 7 shows the optimization results for the multi-period optimiza-
tion under the price-taker assumption considering two different cases: (i) operation-only and (ii)
simultaneous design and operation. Both cases are solved for an average-day and average-week
(See 2.2). In the operation-only case, the continuous design variables including charge and dis-
charge heat exchanger areas, temperature of hot storage material, and amount of storage material
are fixed to the values obtained during the design stage or Step 1 (i.e., rank 1 feasible design in
Tables 5 and 6). The operation-only case evaluates the operation of a TES that was designed with-
out considering time-varying electricity prices in a market under the price-taker assumption. In
the simultaneous design and operation case, the design variables are optimized while considering
time-varying electricity prices for the representative periods. The design obtained from the solution
of the simultaneous case is then compared against the operation-only case.

Figure 7: Process flowsheet of optimal integrated ultra-supercritical power plant with charge and
discharge cycles at the optimal points of integration found during GDP design Step 1.

Analysis of Design Results

The results show that the simultaneous case is more efficient in designing a TES system as it can
use the changes in the electricity prices to determine the optimal size of the TES. Table 7 shows that
the simultaneous case yields a higher profit as compared to the operation-only case, i.e., $1, 729
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vs. $714 per day for the average-day scenario and $2, 367 vs. $860 per day for the average-week
scenario. The main reasons for the increased profits for the simultaneous case are as follows:

Lower capital costs. A smaller size and capacity of TES is obtained in the simultaneous case where
the optimal design is determined considering time-varying electricity prices. This results in a lower
capital cost, i.e., the costs for heat exchangers, storage material inventory, and storage tanks, of
$395 per day when using the average-day worth of electricity prices (or $401 per day, when using
the average-week worth of hourly prices) for the simultaneous case as compared to $676 per day
for the operation-only case. One reason for the lower capital cost is the need for a lower amount
of storage material (i.e. Solar salt) in the simultaneous case, i.e. 3, 111 tonnes when using the
average-day price data (or 3, 173 tonnes when using the average-week of hourly price data) vs.
6, 841 tonnes. Also, the simultaneous case obtains a smaller charge heat exchanger area of about
1, 531 m2 and 1, 562 m2 for average-day and average-week, respectively as compared to 1, 890.12
m2 for the operation-only case. The oversizing of the TES design in the operation-only case is due
to the potential of a fixed revenue arising from the assumption of a fixed average electricity price,
i.e., $22 and $40 per MWh during charge and discharge design, respectively.

Higher revenue. The simultaneous case resulted in a 1% increase in the revenue, i.e., $200, 261 vs.
$198, 030 for the average-day and $203, 397 vs. $197, 945 for the average-week because the total
power generation increased by 0.8% (9, 345 MW as compared to 9, 273 MW). Table 7 shows that
a main reason for the increase in revenue is the increase in the maximum operating temperature
of the storage material, which increased to 853.15 K for the simultaneous case as compared to
826.56 K for the operation-only case. This increase in the operating temperature range for Solar
salt makes available a higher specific enthalpy for the same amount of salt that can be used to
generate additional power from the storage turbines.

Table 7: Results for the operation-only and simultaneous design and operation of the integrated
ultra-supercritical power plant for the average-day and average-week. The variables marked with
an ∗ are variables that have a fixed value during the optimization.

Variable Average-day Average-week
Operation Design and Operation Design and

Operation Operation
Objective ($/day) 713.91 1,729.15 860.21 2,366.94
Revenue ($/day) 198,029.57 200,260.72 197,945.20 203,397.18
Capital Cost ($/day) 675.76 394.96 675.76 401.43
Salt amount (metric tonnes) 6,840.52 3,111.14 6,840.52 3,173.10

Charge
Heat exchanger area (m2) 1,890.12∗ 1,531.03 1,890.12∗ 1,562.39
Hot salt temperature (K) 826.56∗ 853.15 826.56∗ 853.15
Salt flow to storage (kg/s) Figure 8a Figure 8c Figure 8b Figure 8d

Discharge
Heat exchanger area (m2) 436.44∗ 674.15 436.44∗ 674.15
Hot salt temperature (K) 826.56∗ 853.15 826.56∗ 853.15
Salt flow to storage (kg/s) Figure 8a Figure 8c Figure 8b Figure 8d

Figure 8 further shows that the design obtained in the simultaneous case is better than the one
used in the operation-only case in terms of storage utilization. The maximum storage utilization
(i.e., TESutilization) of the available salt inventory is computed as TESutilization =

(
Imax,hot

I total

)
· 100.
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Figures 8a and 8c show the maximum storage utilization to be about 89% for the simultaneous
case as compared to around 32% for the operation-only case. The lower utilization of storage
inventory in the operation-only case is due to oversizing the TES. This can be further illustrated
from the analysis of the storage operating profiles in Figures 8a and 8c, where the electricity prices
π are shown as the green lines, while the red and blue shaded areas represent the amount of hot
and cold salt at the end of each time period in the storage tanks, respectively. Note that for each
and all cases, the initial and final states of storage tanks are the same (Equation 4k). As seen
from Figure 8, the electricity prices are higher than $26 per MWh during hours 18 and 24 in the
average-day, while they are lower than $22 per MWh from hours 0 to 18. This presents a clear
incentive for the integrated generator and storage plant to store energy when the electricity prices
are relatively lower (i.e., from hours 0 to 18) and then use the stored energy to produce power when
the electricity prices are high (i.e., from hours 18 to 24). Evidently, the storage follows this intuitive
approach and charges storage by building up the inventory for the hot salt (red shaded areas in
Figure 8) from hours 0 to 18 and then discharges the storage from hours 18 to 24. Specifically,
Figures 8a and 8c show similar trends, where the storage is charged initially and then discharged
monotonously from hours 18 to 24. The difference, however, between these is in the maximum
utilization. It is interesting to note that for both cases, the storage discharge profiles from hours 18
to 24 look the same. However, the storage charge profiles from 0 to 17 hours are slightly different;
in the operation-only case the storage charges at a higher rate from hours 0 to 2, and then the
plant is turned down to its minimum power capacity, whereas in the simultaneous case, the plant
continues to operate at a capacity higher than its minimum and thus at a higher efficiency while
charging the storage from hours 0 to 17. Both approaches result in similar operating costs for the
integrated USCPP.

Effect of Time Horizon

In this section, we study the effect of using a longer time horizon, e.g., a week as compared to a day,
on the design of the TES. For this, we use the electricity prices for the average-week and solve the
simultaneous case design model considering electricity prices for each day of the average-week,
i.e., seven 24-hour time periods. We then compare the seven designs of TES obtained for each
day of the average-week with the TES design obtained from solving the simultaneous model for
the entire average-week. The primary difference between them is in how the periodic constraint,
i.e., Equation 4k, is enforced. In the scenario where each day of the average-week is considered,
the periodic constraint is enforced at the end of each day (or 24-hour time period), while for the
average-week the periodic constraint (Equation 4k) is enforced only at the end of the week, thus
allowing TES to consider daily variations in electricity prices.

The results in Table 7 show that the overall profit is improved by 19 % to $2, 367 per day when the
design model was solved considering the entire average-week as compared to the average profit for
all seven days when solved separately, i.e., $1, 924 per day. Table 8 shows the designs obtained from
each of the seven problems, where the overall profit is in the range of $−13, 977 to $6, 207 per day,
the charge heat exchanger area is in the range of 1, 380 to 1, 609 m2, and the amount of salt required
varies from 2, 883 to 3, 287 metric tonnes. The design of the TES obtained from considering the
entire average-week of electricity prices in the same problem is within this range, where the total
inventory of salt is 3, 111 metric tonnes and the charge heat exchanger area is 1, 531.03 m2. This
analysis highlights the need for including longer time horizons in the design analysis for designing
long-term storage, where not only daily but weekly and seasonal price variations can be used for
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designing the TES.

(a) Salt profiles for operation-only analysis for
the average-day.

(b) Salt profiles for operation-only analysis for
the average-week.

(c) Salt profiles for simultaneous design and op-
eration analysis for the average-day.

(d) Salt profiles for simultaneous design and op-
eration for the average-week.

Figure 8: Optimal profiles for the hot and cold salt amount for the (a) operation-only average-day,
(b) operation-only average-week, (c) simultaneous design and operation for the average-day, and
(d) simultaneous design and operation for the average-week.

Table 8: Results for the individual days in the average-week time horizon for the simultaneous case
multi-period model.

Day Profit Variable
($/day) Area Heat Exchanger (m2) Amount of Salt

Charge Discharge (metric tonnes)
1 -2,509.66 1,408.61 674.15 3,126.73
2 6,206.53 1,595.99 674.15 3,210.26
3 2,908.27 1,572.46 674.15 3,053.99
4 -13,977.10 1,379.86 674.15 2,892.95
5 5,919.28 1,563.06 674.15 3,287.17
6 10,597.14 1,597.40 674.15 3,097.80
7 4,325.60 1,609.35 674.15 2,883.36
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4. Conclusions

In this work, we addressed two major challenges in the design and operation of integrated thermal
energy systems while considering electricity markets: (i) use of detailed process-level models to
determine the optimal integration of a thermal energy storage system (TES) with a thermal gener-
ator, and (ii) use of dynamic electricity prices to determine the optimal size and operation of a TES
using a price-taker assumption. Specifically, in this study we presented a two-step approach for the
simultaneous design and integration of a TES, highlighting the importance of optimization-based
approaches for the conceptual design of integrated energy systems. The proposed workflow was
successfully demonstrated using a case study involving a molten salt-based TES integrated with
an ultra-supercritical power plant (USCPP). In Step 1, we used a Generalized Disjunctive Program-
ming (GDP) based approach to solve two superstructure optimization problems (one for charge and
one for discharge to integrate the TES system with the power plant) and determined the optimal
discrete decisions for process-level integration of the TES with a thermal generator. In Step 2, we
solved a multi-period optimization problem using time-varying electricity prices to obtain the opti-
mal design of the TES including storage size, heat exchanger areas, and operating temperatures.

From Step 1, we obtained the best alternatives for integrating TES with USCPP during charge and
discharge processes while also ranking other feasible designs in terms of their net profit. The analy-
sis of the top seven solutions showed the effect of each discrete decision on net profit. For example,
for the charge cycle superstructure, the analysis showed that the choice of storage material has
a major impact on the overall cost followed by the choice of steam extraction point, whereas the
choice of installing a cooler has the least impact on the net profit, which leads to multiple solutions
with similar objectives in the set of ranked solutions. Similarly, for the discharge cycle superstruc-
ture, the analysis showed that the inlet pressure of the water to the TES has the most significant
impact on the objective, whereas the alternative with intermediate pressure was more suitable for
generating steam. From the solution of Step 2, i.e., the simultaneous design and operation problem,
we obtained the optimal size of the TES for given electricity prices and time horizons. The compar-
ison between the design obtained from Step 1 with the design obtained from Step 2 showed that
the TES was over-designed when static or time-invariant electricity prices were considered. This is
evident when observing the operational profile of TES, where the storage utilization is 89% for the
simultaneous case, which uses time-varying electricity prices and is only 32% for the operations-
only case, which uses time-invariant electricity prices. The results also show that the capital costs
were reduced by nearly 40% when considering time-varying electricity prices. Further analysis
showed that when considering longer time horizons for electricity prices, e.g., average-week, the
design model was able to capture day-to-day variations in the electricity prices to design a TES
system that improved the overall profit by 19%. These results highlight the need for using longer
time horizons for price signals to capture seasonal changes in the electricity market.
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In this work, the use of detailed process-level nonlinear models with rigorous property calculations
limited the study to consider moderate-size time horizons of up to one week. In the near future,
we will explore the use of surrogate models to replace these detailed process models, which will
enable the use of longer time horizons with our proposed workflow. Such an analysis will allow
us to capture seasonal price variability in the TES design and optimization problem. In addition,
historical data for electricity prices for a given market can be used instead of the generic RTS-GMLC
dataset used in our design problem. This use of historical data will allow us to determine a design
of an IES that better fits the desired market. We also look to extend our study to go beyond the
price-taker assumption by explicitly including market interactions of the IES by obtaining potential
revenue models from a production cost model using a stochastic programming approach.

Finally, this case study demonstrates the use of DISPATCHES and IDAES® open-source platforms
for the construction of first-principle models using an equation-oriented modeling framework and
rigorous property calculations, dynamic market analysis capabilities through grid-integration tools,
and advanced optimization capabilities. This workflow can be easily applied to TES systems beyond
molten-salt and oil-based and to other energy systems such as NGCC with CO2 capture, biomass
gasification for co-producing hydrogen and electricity with CO2 capture, nuclear power generators
with TES, and concentrated solar power with TES.
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A. Ultra-supercritical Power Plant and Stor-
age System Models

In Table 9, we include all the unit models used for the construction of the ultra-supercritical power
plant model (USCPP) and the thermal energy storage system (TES) with their main assumptions,
while the property packages used in the units are given in Table 10.

Table 9: IDAES® unit models used for the construction of the ultra-supercritical power plant model.

Unit Operation IDAES® Unit Model Main Assumptions
Turbine HelmTurbineStage Isentropic
Feed water heater HeatExchanger Underwood Assumption
Pump HelmIsentropicCompressor Isentropic
Mixer HelmMixer Minimum Pressure
Splitter HelmSplitter Isenthapy
Boiler, Reheaters Heater

Table 10: DISPATCHES and IDAES® property packages used in the ultra-supercritical power plant
model integrated with storage system.

Property Package Properties
Solar salt [15] 60% NaNO3 and 40% KNO3

Temperature range (K): [513.15, 853.15]
Hitec salt [34, 8] 40% NaNO2, 7% NaNO3, and 53% KNO3

Temperature range (K): [435.15, 788.15]
Thermal oil [14] Therminol-66

Temperature range (K): [260, 616]
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B. Data for Ultra-supercritical Power Plant
Model

In Table 11, we include all the operational and parameters assumed for various unit operations
in the ultra-supercritical power plant model, such as pressure ratio and isentropic efficiency for
all turbines, the area and overall heat transfer coefficient (OHTC ) for feed water heaters, and
pressure change and isentropic efficiency for all pumps. The assumed values for the parameters are
to match the performance of the simplified power plant model to the available data in Department
of Energy technical report DOE/FE-0400 [11].

Table 11: Data for the ultra-supercritical power plant model.

IDAES® Unit Variable Value
Turbine 1, 2, 3, 4 Pressure ratio 0.388, 0.774, 0.498, 0.609

Isentropic efficiency 0.940
Turbine 5, 6 Pressure ratio 0.523, 0.495

Isentropic efficiency 0.880
Turbine 7, 8, 9, 10, 11 Pressure ratio 0.514, 0.389, 0.572, 0.476, 0.204

Isentropic efficiency 0.740
Feed Water Heater 1, 2, 3, 4, 5, Area (m2) 250, 195, 164, 208, 152,

6, 7, 8, 9 207, 202, 215, 175
OHTC (W/m2/K) 3000

Condenser Pump Delta pressure (Pa) 2313881
Isentropic efficiency 0.800

Booster Pump Delta pressure (Pa) 5715067
Isentropic efficiency 0.800

Boiler Feedwater Pump Isentropic efficiency 0.8
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C. Average RTS-GMLC Data

Since the integrated model used in the multi-period model formulation involves a large number of
nonlinear constraints and variables, we calculate the average price of electricity at each hour for
a representative day and week of the year using the RTS-GMLC data set in Section 2.2 in Figure
1. Figure 9a shows the average values with a black line for the representative day or average-day
(24-hour time period) while the data for the π for the 364 days for each hour is plotted using the
"+" marker with different colors for each day as given in the color bar on the right of the plot. For
the representative week or average-week (168-hour time period) of the year, we organize the data
in 168-hour time horizons and calculate the average value of the π for each respective hour. Figure
9b shows the average values for the average-week as a black line, and the RTS-GMLC data for each
day of the year is plotted using the plus "+" marker.
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(a) Average-day or 24-hour time horizon.

0 24 48 72 96 120 144 168
Time Period (hour)

0

20

40

60

80

100

120

140

160

180

200

Lo
ca

ti
on

al
 M

ar
gi

na
l P

ri
ce

 (
$/

M
W

h)

Average

0

4

8

12

16

20

24

28

32

36

40

44

48

52Week

(b) Average-week or 168-hour time horizon.

Figure 9: RTS-GMLC dataset for the average-day and average-week of the year.

39



D. GDP Superstructures Feasible Designs

Figures 10 and 11 show all the feasible designs explored by the solver GDPopt for the charge and
discharge superstructures.
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(a) Profit results for all feasible designs.
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(b) Area of charge heat exchanger results for all feasible designs.

Figure 10: Results for the (a) profit (a) and (b) area of charge heat exchanger for all feasible designs
identified during the solution of the discrete design decisions of the charge USCPP superstructure.
The feasible designs correspond to 55 of the 60 explored configurations.

41



DISPATCHES Design of Integrated Energy Systems with Thermal Energy Storage

1 2 3 4 5 6 7 8 9 10 11
Solution Rank

11300

11400

11500

11600

11700
Pr

of
it

 (
$/

ho
ur

)

   
CP

um
p

   
FW

H1

   
FW

H2

   
FW

H3

   
FW

H4

   
FW

H5

   
BP

um
p

   
FW

H6

   
BF

Pu
m

p

   
FW

H8

   
FW

H9

Solar Salt

(a) Profit results for all feasible designs.
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(b) Area of discharge heat exchanger results for all feasible designs.

Figure 11: Results for the (a) profit and (b) area of discharge heat exchanger for all feasible designs
identified during the solution of the discrete design decisions of the discharge USCPP superstruc-
ture.
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Abbreviations and Nomenclature

Abbreviations

BFPump Boiler feed pump unit equipment

Boiler Boiler or heater unit equipment

BPump Booster pump unit equipment

CMix Condenser mixer unit equipment

CPump Condenser pump unit equipment

CSP Concentrated Solar Power

Deaer Deaerator unit equipment

DISPATCHES Design Integration and Synthesis Platform to Advance Tightly Coupled Hybrid Energy
Systems

FWH Feed water heater

GDP Generalized Disjunctive Programming

HP High pressure

HX Heat exchanger unit equipment

IDAES Institute for the Design of Advanced Energy Systems

IES Hybrid energy system

IP Intermediate pressure

LP Low pressure

MINLP Mixed-integer Nonlinear Programming

NGCC Natural gas combined cycle

Reheat Reheater unit equipment

RMix Recycle mixer unit equipment
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RTS Reliability Test System

SPump Storage pump unit equipment

STurb Storage turbine unit equipment

TES Thermal energy storage

Turb Turbine unit equipment

USCPP Ultra-supercritical power plant

VHP Very high pressure

Sets

K Set of disjuncts or alternatives in GDP formulation

S Set of storage materials

T Set of time periods

X Set of variables

Z Set of disjunctions

Variables

CAPEX Annualized capital cost in $/year

d Design variables

dc Continuous design decisions

dd Discrete design decisions

F Flow in mol/s

I Inventory of storage material in mass units

N Nonanticipativity variable

OHTC Overall Heat Transfer Coefficient in W/m2/K

OPEX Operating costs in $/hour

p Pressure in Pa

P Power plant power in MW

REV Revenue in $/hour

x Variables in the system

Y State variables: flow, pressure, and enthalpy
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Parameters

C Cost in $/hour

π Locational marginal price in $/kWh

ρ Ramp rate of power plant in MW

Superscripts

average Superscript to indicate an average value

charge Superscript to indicate a charge cycle stream

coal Superscript to indicate a coal stream

discharge Superscript to indicate a discharge cycle stream

hot Superscript to indicate a hot stream

lb Superscript to indicate lower bound

smaterial Superscript to indicate a storage material stream

total Superscript to indicate total value of variable

ub Superscript to indicate upper bound

Subscripts

cold Superscript to indicate a cold stream

Hitec Subscript to indicate Hitec salt as the storage material

in Subscript to indicate an inlet in a stream

oil Subscript to indicate Thermal oil salt as the storage material

out Subscript to indicate an outlet in a stream

Solar Subscript to indicate Solar salt as the storage material
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